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ABSTRACT

The process of planning in complex, multi-actor environ-
ment depends strongly on the ability of the individual actors
to perform intelligent decommitment upon specific changes
in the environment. Reasoning about decommitment alter-
natives during the planning process contributes to flexibil-
ity and robustness of the resulting plan. In this article we
formally introduce and discuss three specific decommitment
rules: (i) relaxation, (ii) delegation and (iii) full decommit-
ment. We argue that appropriate selection, setting and pref-
erence ordering of the decommitment rules contributes to
robustness (measured as a number of failures) of the over-
all plans. The presented claims are supported by empirical
experiments.

Categories and Subject Descriptors

I.2.11 [Computing Methodologies]: Artificial Intelligence—
Intelligent agents; I.2.8 [Computing Methodologies]: Ar-
tificial Intelligence—Plan execution, formation, and genera-
tion

General Terms

Measurement, Performance, Reliability, Experimentation, Ver-
ification

Keywords

social commitment, decommitment rule, commitments based
planning, non-deterministic environment

1. INTRODUCTION
The process of planning in complex, multi-actor environ-

ment depends strongly on the ability of the individual actors
to perform intelligent decommitment upon specific changes
in the environment. Reasoning about decommitment alter-
natives during the planning process contributes to flexibility
and robustness of the resulting plan.

Multi-agent research community has provided a viable for-
malism for representing agents commitment towards their
individual as well as joint intentions. Wooldridge and Jen-
nings have formalized such mental attitude of the agents by
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means of special knowledge structures, referred to as social
commitments [13].

Social commitment is a knowledge structure describing
agent’s obligation to achieve or maintain a specific goal, un-
der specific conditions. The commitment does not capture
description how the committed goal can be achieved. An
important knowledge component in the commitment – de-
commitment rule, sometimes referred to as a convention [12]
– provides information about how and under which circum-
stances the commitment can be dropped. Reasoning activ-
ities of a rational agent such as individual planning for a
goal achievement, plan execution and monitoring as well as
replanning, plan reparation or plan merging and plan coor-
dination are supported by the information encoded in the
social commitments.

In the context of classical planning, agents deliberate about
primitive (or compound) actions, components of the plan, in
order to form appropriate ordering (or decomposition) rep-
resenting a result of a specific planning problem. While a
typical action in a plan contains only a set of preconditions
and resulting postconditions, we suggest extending the ac-
tion representation with the commitment-related informa-
tion. A planning agent will not only reason about precondi-
tions and effects of an action but also about how much and
in which way it can rely on someone implementing the given
action. This capability is critical for agents to be able to co-
ordinate their actions and to perform multi-agent planning
in the sense of forming plans (i) by interaction among mul-
tiple autonomous agents and (ii) to be executed by multiple
autonomous agents.

The product of planning with commitments is a set of
partially ordered terminal actions, allocated to individual
actors who agreed to implement the actions under certain
circumstances, clustered into two categories :

• commitment condition that may be (i) a specific situ-
ation in the environment (such as completion of a par-
ticular precondition) or (ii) a time interval in which
the action has to be implemented no matter what the
status of the environment is or (iii) a combination of
both.

• decommitment conditions specifying under which con-
dition the actor is allowed to decommit from the com-
mitment once the task is finished (e.g. notification) or
once the task cannot be completed (e.g. a failure)

Planning with commitments results in a plan where agents
commit themselves to carry out actions leading towards achieve-
ment of e.g. a joint persistent goal [5]. Planning strate-
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gies used for establishing such a plan are usually based on
the delayed-commitment principle [1]. Other approach uses
eager-commitment strategy as showed in [11].

In this paper we formally introduce and discuss three spe-
cific decommitment rules: (i) relaxation, (ii) delegation and
(iii) full decommitment. We argue that appropriate selec-
tion, setting and preference ordering of the decommitment
rules contributes to robustness (measured as a number of
failures) of the overall plans. The particular focus of this
contribution is the preference ordering of the decommitment
rules in various non-deterministic environments. Besides
formal specification of the decommitment rules, the key re-
search contribution lies in experimental analysis of the use
of the various decommitment strategies and their mutual
dependence.

The article is structured as follows. Section 2 gives a brief
overview of works most relevant to our approach. In Sec-
tion 3 we adapt the formal description of commitment by
Wooldridge and introduce a particular commitment conven-
tion to improve the flexibility of the commitments. The
verification and experimental evaluation is presented in Sec-
tion 4. Finally, the last section concludes the paper.

2. RELATED WORK
Formalization of commitments has been extensively stud-

ied in the past using various formalisms, most of all build-
ing on and extending the BDI framework [9] when describing
obligations the agents adopt. Fasli [4] uses a model based on
branching temporal components from Computational Tree
Logics (CTL) [3], which is much more expressive than our
model based on temporal intervals, however it is too complex
for experimental deployment. Fasli also defines strategies re-
garding conditions for a successful decommitment from the
agent’s obligations, which in several aspects correlate with
Wooldridge’s convention [12] and thereby with our decom-
mitment rule set.

Another formal representation of commitments consid-
ering temporal account has been introduced in [7]. CTL
has been extended to capture features usually not consid-
ered in common approaches (but relevant for realistic en-
vironments), namely time intervals considered in commit-
ments satisfaction, maintenance type of commitments next
to achieve type of commitments and vague specification of
time. However, most of these aspects can be also captured
using BDI and Wooldridge’s social commitment framework
showed in [12] in combination with an appropriate temporal
model.

The uncertainty in agent’s commitments has been stud-
ied in [14]. The authors have extend the commitment with
“... uncertainty by explicitly describing the possibility of fu-
ture modification/revocation of the commitment ...”. The
paper concentrated on the uncertainty in the quality of the
commitment fulfilment (quality of service) rather than on
decommitting conditions.

The last but not least is an extensive related research
field of planning in dynamic and/or uncertain environment.
There is a wide range of approaches, for example proba-
bilistic planning – MAXPLAN [6], contingency planning –
system CIRCA [8], planning under uncertainty [2]. These
approaches focus on creating plan alternatives to avoid un-
certainty, in contrary to the commitment based planning
where the emphasis is put on individual commitments and
its decommitment strategies.

3. DECOMMITMENT RULES
As stated in the Introduction, the targeted topic of the

research proposed in this paper is the impact of the decom-
mitment rules on the plan execution. In this section, we
provide formalization for the three most commonly used de-
commitment rules.

We require the agents that perform intelligent planning
and replanning by means of social commitments to be able
to perform at least basic reasoning about the decommit-
ment rules attached to the particular commitments. This is
needed at the time of replanning, when an agent needs to de-
cide which decommitment rule (i.e. a new commitment) to
adopt, provided that conditions for more than one of them
are satisfied. Similarly, when negotiating about who will ac-
cept which commitment, the agents shall be able to analyze
not only properties of the goal and costs associated with the
goal completion process but also the various decommitment
rules when considering likelihood of the particular failure to
happen. Ideally, the agent shall be able to estimate costs of
each decommitment rule. In the scope of this paper we are
not addressing the agents’ decision making, but we focuss
on the performance and usability of several decommitment
strategies settings during execution of the commitments in
dynamic environment.

Michael Wooldridge in [12] defines the commitments for-
mally as follows:

(Commit A ψ ϕ λ),
λ = {(ρ1, γ1), (ρ2, γ2), . . . , (ρk, γk)}, (1)

where A denotes a committing actor, ψ is an activation
condition, ϕ is a commitment goal, and λ is a convention.
The convention is a set of decommitment rule tuples (ρ, γ)
where ρ is a decommitment condition and γ is an inevitable
outcome. The convention describes all possible ways how the
commitment can be dropped. Generally speaking, the actor
A has to transform the world state in such a way that the ϕ
goal becomes true if ψ holds and any γ has not been made
true yet. The actor is allowed to drop the commitment if
and only if ∃i : ρi which is true. A decommitment is fulfilled
provided that γi is made true. A formal definition in modal
logic (working with the models of mental attitudes like Be-
lieves, Desires, Intentions, [9], and temporal logic where the
operator AG denotes inevitability and operator � denotes
the temporal until) follows as defined in [12]:

(Commit A ψ ϕ λ) ≡
((Bel A ψ) ⇒ AG((Int A ϕ)

∧(((Bel A ρ1) ⇒ AG((Int A γ1))) � γ1)
. . .
∧(((Bel A ρk) ⇒ AG((Int A γk))) � γk)

) �

W

i

γi).

(2)

This definition is used in a declarative way. Provided that
whatever the agent does during a specific behavior run com-
plies with the above defined commitment, the expression 2
is valid throughout the whole duration of the run.

The structure of our commitments is based on this defini-
tion and the decommitment rule set is in detail discussed in
the next section.

We have recognized three main types of decommitment
usually used in commitments: (i) Full Decommitment for
dropping the commitment, (ii) Delegation of the commit-
ment to another agent, and (iii) Relaxation of the time
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frame of the commitment. The decommitment condition for
each decommitment strategy is defined to enable flexibility
of the commitment under various circumstances. During the
planning process, the preference relation over the decommit-
ments is defined as a part of the decommitment rule set. The
decommitment rules are unordered according to the defini-
tion (1) and thus we must slightly change the definition of
the commitment:

(Commit A ψ ϕ λ),
λ =

`
(ρ1, γ1), (ρ2, γ2), . . . , (ρk, γk)

´
,

(3)

where the ordering is fixed and the rules are processed in a
specific order. The processing of the rule means that drop-
ping a part of the commitment definition in (2)

W

i

γi (4)

simplifies to

γ∗, (5)

where γ∗ is the inevitable outcome of an active decommit-
ment rule. There is only one active rule for each commitment
and the rules are switching from the first rule to the last one.
The switch is performed only if γ∗ is not realizable and ρ
of the next active rule holds. The switching process uses
defined fixed ordering of the rules to determine the correct
succeeding rule.

According to our understanding, each decommitment rule
set (corresponding to Wooldridge’s commitment convention)
must contain two basic rules, which ensure the racionality of
the agent’s decision making process. These rules are based
on the definition of the open-minded commitment defined in
[12]:

(Commit A ϕ) ≡
AG((Int A ϕ) � ((Bel A ϕ) ∨ ¬(Bel A EFϕ))),

(6)

where the operator EF denotes future possibility. Thus in
each and every commitment the initial rule should be the
success rule

(false, (Bel A ϕ)) (7)

and the decommitment rule set should be always closed with
a fail-safe rule turning a violated commitment eventually off

(false,¬(Bel A EFϕ)), (8)

which is used provided that no other rule can be used and
the commitment became unrealizable.

The decommitment condition ρ in rules (7) and (8) cannot
become true (as ρ = false), which means the agent will
never intend to the decommitment rule outcome γ according
to the definition (2)

((Bel A ρ) ⇒ AG((Int A γ))) � γ
(false ⇒ AG((Int A γ))) � γ,

(9)

nevertheless the rule can drop-out the commitment using
the drop-out part

W

i

γi or γ∗
(10)

respectively. This principle can be used for any drop-out
rule with no need for explicit intention.

Definition 3.1. Each commitment can be decommitted
if the commitment goal ϕ is achieved (the commitment suc-
ceeded) or if the commitment goal ϕ can not be achieved any
more (the commitment is violated).

The formal definition of the decommitment rule set in each
commitment follows

(Commit A ψ ϕ λ),
λ =

`
(false, (Bel A ϕ)),
. . . investigated decommitment rules . . . ,
(false,¬(Bel A EFϕ))

´
,

(11)

where the three investigated rules are injected between two
basic rules and thereby the last violation rule can be avoided.
The rate of avoidance is one of the experimental metrics and
is discussed in Section 4.

Three proposed decommitment rules can be defined using
the adopted formalism as follows:

Definition 3.2. Full decommitment decommits the orig-
inal commitment if and only if the commitment goal ϕ is
unrealizable.

Definition 3.3. Delegation decommits the original com-
mitment if and only if the commitment goal ϕ is unrealizable
and the new commitment on the other agent’s side is formed.

Definition 3.4. Relaxation decommits the original com-
mitment if and only if the commitment goal ϕ is unrealiz-
able, the negotiated relaxation conditions hold and the re-
laxed commitment is formed.

In the three following subsections, we describe the rules in
more details and we formalize them using a temporal model,
based on the duration time interval of the commitment being
the only constraint of the commitment goal ϕ. This model
is suitable for commitment-based planning, since the plan is
a (partially) ordered list of temporally successive commit-
ments.

3.1 Full Decommitment
The basic decommitment strategy is dropping the com-

mitment. Under defined circumstances the agent is com-
pletely released from the commitment.

Let the commitment time interval Tϕ = 〈ts, te〉, where ts
is the starting time and te is the ending time of the commit-
ment time interval. The commitment duration is defined as
td = te − ts Let the commitment goal condition ϕ contain
only defined temporal properties, then the decommitment
rules can be described as:

(Commit A ψ ϕ λ),
(test

s > ts ⇒ update(ts, t
est
s ), false) ∈ λ,

(test
e > te, t

est
e > te) ∈ λ,

te ∈ ϕ,

(12)

where test
s and test

e are estimations of the real start and end
of the activity. The first part of the rule describes continu-
ous adjustment of the commitment’s start time in the case
the agent is forced to postpone its execution (which may
not affect the end time condition and can not affect other
commitments). The second part reflects Definition 3.2.

The ts, te are the parameters of the commitment nego-
tiated and fixed at the planning (contracting) time. The
estimates test

s and test
e are continuously updated and can

vary over time.

3.2 Delegation
By using this type of the decommitment rule the agent

shall be able to find some other agent who will be able to
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complete its commitment on the original agent’s behalf. It
is possible that such a commitment will contain unbound
variables representing the need to search for an agent suit-
able for delegation. The basic idea is to find an agent that
is able to undertake the commitment under circumstances
when the decommitment condition (which is true in case of
the original agent) became false, so the new agent is able
to fulfill the commitment. The delegated commitment can
contain a new set of decommitment rules.

Formally we can use the same variables as in full decom-
mitment, but we are using

(Commit A ψ ϕ λ),
(test

s > ts ⇒ update(ts, t
est
s ), false) ∈ λ,

(test
e > te, (Commit B ψ ϕ λ)) ∈ λ,

te, B ∈ ϕ,

(13)

where B is the other agent undertaking the commitment.

3.3 Relaxation
Relaxation is a special decommitment, where the original

commitment is replaced with a new commitment with re-
laxed condition and/or goal. In the scope of this text we are
focusing on the relaxation of the commitment time interval
for the sake of simplicity. The commitment time interval is
usually captured by the commitment subject ϕ and speci-
fies the time frame booked for the commitment execution.
The temporal uncertainty can be a part of the commitment
subject definition (and thus the whole commitment has to
be renegotiated in case of any change) or, more preferable,
it can be included in the commitment as an instance of a
decommitment rule.

According to Definition 3.4, the decommitment rule can
be then described as:

(Commit A ψ ϕ λ),
(test

s > ts ⇒ update(ts, t
est
s ), false) ∈ λ,

((test
s < ts) ∧ (test

s ∈ T rlx
s ),

(Commit A ψ ϕ λ) ∧ update(ts, test
s ) ∈ λ,

((test
e > te) ∧ (test

e ∈ T rlx
e ),

(Commit A ψ ϕ λ) ∧ update(te, test
e ) ∈ λ,

ts, te ∈ ϕ,

(14)

where T rlx
s and T rlx

e are the agreed relaxation intervals (ne-
gotiated relaxation conditions) for the start and end time.
The T rlx

s and T rlx
e is an extended set of parameters negoti-

ated and fixed at the planning time and the update(ts, t
est
s

part changes the temporal parameters of the newly forming
commitment to relaxed values.

3.4 Impact of Decommitment Rules
The impact of the particular rules is discussed in Sec-

tion 4.2.1. We assume the complex combination of the de-
commitment rules provides non-trivial behavior and should
improve the performance of the commitments’ execution in
non-deterministic environments under stress conditions (the
system is overloaded). Let us postulate the following hy-
pothesis:

Hypothesis 3.1. A proper combination of the three de-
fined decommitment rules, i.e. relaxation stated in Defini-
tion 3.4, delegation stated in Definition 3.3, and full decom-
mitment stated in Definition 3.2 improves the commitment
execution stability in the non-deterministic environment and
preserves the utilization of resources and should increase the
commitment’s execution success rate.

Figure 1: Scenario island screenshot

Each of the presented rules provides different impact on
the agent’s current state. For example, relaxation helps to
maintain the commitment execution, delegation effectively
unblocks the agent’s resources and full decommitment re-
leases the agent’s resources by dropping the commitment.
We expect a combination of the decommitment rules to
emerge in a self-adaptation pattern that should lead to some
sort of a real-time commitment execution optimization.

The decommitment rules introduced in this chapter have
been implemented in the commitment-based planning sys-
tem and experimentally evaluated. The next section de-
scribes the experimental scenario and discusses the influence
of the rules on stability of the commitments execution and
decommitment flexibility.

4. EXPERIMENTS
The decommitment rules temporally formalized in Sec-

tion 3 have been deployed in a realistic simulation scenario
based on an island inspired by the Pacifica Suite of Scenar-
ios1– Fig. 1. The scenario simulates limited information
visibility and information sharing. Due to this, the envi-
ronment provides non-deterministic behavior from a single
unit’s point of view. There are heterogenous independent
self-interested units in the scenario that commit to the goals.
During the execution of a plan the commitments are pro-
cessed. The commitment can evolve according to the plan
or due to unexpected environment interactions. Monitoring
of the commitments is triggered by a change of the world,
e.g. a tick of the world timer, movement of a unit, a change
of a world entity state, etc. The process evaluates all com-
mitments in the actor’s knowledge base. The value of the
commitment defines the commitment state and can start the
decommitting process.

For the experimental evaluation purposes we have de-
signed a multi-actor transport scenario, where individual
agents provide non-accurate estimates of the transportation
time (the execution time may differ because of unexpected
events such as unit breakdowns, path changes, etc.). We
combine decommitment strategies introduced in Section 3.
The influence of the selection of strategies and ordering is
analyzed by a series of experiments.

In the experimental scenario, there is a set of resource
agents able to provide a unified resource to the requestor
agent. The requestor agent introduces a set of tasks and
allocates it to the resource agents. The allocation is done by
the planning process that takes tasks one by one and finds
the best resource agent for its execution. The planning pro-

1http://www.aiai.ed.ac.uk/oplan/pacifica
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cess is based on the well-known contract-net-protocol [10]
and provides an almost even distribution of tasks across the
resource agents. During planning, the appropriate decom-
mitment rules are set according to the experiment settings
(see Section 4.2).

The experiments have been evaluated by the simulation,
where the results have been aggregated from 10 runs for
each experiment setting. For each run, random values of
configuration variables have been generated. Each agent re-
computes the parameters for the next ongoing commitment
according to the current state and executes decommitment
rules when necessary.

The decommitment rules execution differs for each com-
mitment according to the experiment setting. The decom-
mitment rules have been set according to the definitions in
Section 3. A detailed description of the implementation fol-
lows:

Basic decommitment rules – according to Equation 11,
we can use the temporal model formerly proposed; the
goal ϕ is achieved if the commitment execution is fin-
ished not later than te and the commitment is vio-
lated if the execution is finished later than te (the goal
ϕ cannot be achieved and the resource time frame is
wasted).

Full decommitment – according to Equation 12; the test
e

is computed during the simulation. If this rule applies
the commitment is removed from the plan.

Relaxation – according to Equation 14; this rule can be
applied before the commitment execution (relaxation
of the start of the commitment ts within T relax

s ) or
during the commitment execution (relaxation of the
end of the commitment te within T relax

e ).

Delegation – according to Equation 13; the test
e is com-

puted during the simulation. If this rule applies the
agent tries to find another agent which is able to un-
dertake the commitment (the original commitment is
delegated with no decommitment rules except the ba-
sic ones). The delegation is based on negotiation be-
tween agents, where each agent bids for the commit-
ment undertaking. If there is no winning bidder the
new commitment is not formed and the decommitment
condition ρ remains true.

The delegation algorithm is based on contract-net-protocol.
Each agent prepares the bid for the commitment delega-
tion based on it’s current state and commitment parameters.
The bid computation is the following:

1. Let t be the current simulation time and Dts,
Dte,

Dtd parameters of the commitment D that has to be
delegated.

2. If there is an active current commitment C in time t,
compute

Dtest
e = Ctest

e + Dtd,

else set

Dtest
e = t+ Dtd.

3. If there is a next commitment N in the plan, compute

tlimit = N test
s ,

else set

tlimit = positive infinity .

4. If the next commitment N contains a relaxation rule,
recompute the estimate as

tlimit = max(T rlx
s ).

5. Compute the bidding value

bid = tlimit − Dtest
e .

6. If bid < 0 reject delegation, else send the bidding value
bid.

The negative bidding value means that commitment D
cannot be inserted to the agent’s plan without breaking con-
sequent commitments. Only the potential relaxation of the
first consequent commitment is taken into account when es-
timating impact of delegation on the agent’s plan. This
approach doesn’t affect the risk of subsequent commitments
violation and has linear complexity, but it reduces the possi-
bility of the delegation with comparison to the more complex
methods operating with the subsequent commitments’ rule
sets.

4.1 Scenario Setup
The experiments show the influence of the selected de-

commitment rules and their order on flexibility, robustness
and execution stability in the non-deterministic stressed en-
vironment.

In the experiments, the environment dynamics is simu-
lated by non-deterministic prolonging of the activities. This
dynamics is not taken into account by agents during the
planning process. The prolonging events are generated for
each agent individually using uniform distribution with mean
value ē = 15000 time units and variance σ2 = 8333 time
units. Each experiment has been performed on a sequence
of 10 randomly generated runs. The duration of the pro-
longing event varies from 0 to 14000 to evaluate the system
behavior under different stress conditions and it is referred to
as repair time tr

2. The system is critically overloaded when
tr = 15000, where the repair time is equal to prolonging
events’ meantime and the execution of commitments fails.

To enable the possibility of delegation rule execution we
introduce vacant resources - the agents with no plans that
are joining the system during execution phase and they are
able to undertake delegated commitments. The number of
vacant agents is set to 5 which produces 10% of overall free
resources.

Each agent has a plan containing 100 commitments. The
duration of the commitment execution td (ideally with no
prolonging events) is randomly generated with uniform dis-
tribution from 5000 to 15000 time units. The start time of
the commitment ts is set to the earliest possible time of the
winning resource agent and the end time is set to

te = ts + td, (15)

which makes 100% load of the agents in ideal conditions
(with no prolonging events taken into account). The relax-
ation intervals are set to

T rlx
s = 〈0.7 × ts, 1.3 × ts〉, T rlx

e = 〈0.7 × te, 1.3 × te〉 (16)
2The individual agent load can be computed as (1+ tr

ē−tr
)×

100% and is varying from 0 to 1500%.
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that makes 30% relaxation intervals. The commitment exe-
cution is non-interruptible, so if the decommitment rule ap-
plies after the commitment execution is started the resource
is blocked for the whole td.

When we enable the prolonging events the overall sys-
tem performance is very stressed. In the experiments we
focus on the qualitative results of presented decommitment
strategies rather than fine tuning commitment parameters
according to current experimental settings. The evaluation
and discussion is presented in the next chapter.

4.2 Results
This chapter summarizes the results of experiments based

on the experimental setting described above. First, we will
discuss the influence of individual decommitment rules used
separately. Next, we will show the influence of the mixed
strategies. We measure the number of executed decommit-
ment rules and the number of successfully achieved commit-
ments. Due to the over-stressed system, the utilization of
agents is 100%, thus this parameter is not evaluated.

4.2.1 Single Rule
The first experiment provides the results of influence to

the commitment execution for single rules usage. The dele-
gation (D), relaxation (R) and full decommitment (Fd) rules
have been used separately. For comparison we also measured
the empty decommitment set noted as basic. For tr = 0
there are zero rule executions and 100 successful commit-
ments. The individual agent stress experiment results are
the following (see Figures 2 and 3):

Basic – the number of successful commitments varies from
0 to 2 in the whole range. No decommitment rules are
executed.

Full decommitment – the number of rule executions grows
with the increasing tr. The curve converges to the
maximum number of commitments for a critically over-
loaded system. The number of successful commitments
decreases with increasing tr from 18 and converges to
0 for the critically overloaded system.

Delegation – the number of rule executions corresponds to
possibility of delegation to the vacant agents. When
vacant agents are saturated the delegation uses agents
freed by the delegation of longer commitments. The
number of successful commitments goes from 19 to 10.
The variance between agents starts to be significant
when tr > 10000 so the robustness of this rule is de-
creasing.

Relaxation – the relaxation rule provides the best stabil-
ity. It is executed for every commitment and provides
no violations when the system is overloaded below the
relaxation interval limitations. When the relaxation
interval fails, the number of executed rules goes to 0
very fast and so does the number of successful com-
mitments.

The delegation rule execution is also affected by the num-
ber of vacant agents. The relaxation and full decommitment
rules are obviously not affected by the number of vacant
agents. The second experiment examines this dependency.
Figure 4 shows a typical curve shape for 5 vacant agents and

Figure 2: Number of decommitment rules execution
for different tr in single rule setting.

Figure 3: Number of succeeded commitments for
different tr in single rule setting.

Figure 4: Number of delegation rule execution for
different number of resource agents. The number of
vacant agents is 5 and tr = 2000
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Figure 5: Number of rules execution for varying tr
in combined rule R-D-Fd setting.

tr = 2000. This shape remains the same even for a differ-
ent setting of the parameters. The number of decommit-
ment rule executions is constant until the number of agents
reaches the critical value ncrit. After this point the number
of executions decreases because of saturation of the vacant
agents. At this stage, the commitments are delegated mainly
to other resource agents (the influence of vacant agents is
decreasing). The position of the ncrit point depends on the
experiment setting. With an increasing number of vacant
agents the ncrit shifts to the right and with an increasing tr
it shifts slightly to the left. It’s position corresponds to the
relative number of vacant agents in the system and the indi-
vidual agent’s stress (the vacant agents are saturated sooner
with increasing tr).

4.2.2 Combined Rules
This set of experiments inspects the influence of decom-

mitment rules combinations and their ordering. The main
focus is on the two ordering scenarios – R-D-Fd for

relaxation � delegation � fulldecommitment

and D-R-Fd for

delegation � relaxation � fulldecommitment

that provide the most significant results. The full decommit-
ment rule is ordered as the last one, because of its nature –
no decommitment rule can be applied after its application.

The combination of rules provides complex results. The
number of individual rules execution can be seen in Figures 5
and 6. The number of the full decommitment rule executions
is similar in both cases but with different impact on the
number of successful commitments. In the first part of the
chart, when the system is slightly overloaded (tr < 3000),
only the first rule applies. In the range of an overloaded
system (tr ∈ 〈3000, 12000〉) the second and the third rule
starts to apply. When the system is close to the critical
overload (tr > 12000) the number of rules executed starts
to provide increasing deviation across the experiments runs
and the robustness of the execution is reduced.

The number of successful commitments is compared for
R-D-Fd and D-R-Fd with D-Fd, R-Fd, R-D and D-R sets
and presented in Figure 7.

Figure 6: Number of rules execution for varying tr
in combined rule D-R-Fd setting.

4.3 Discussion
The experiments show that for an overloaded system there

is an increasing number of dropped commitments using full
decommitment rule. The full decommitment rule applies
when all preceding rules fail. This rule effectively release
resources originally booked for dropped commitments. This
causes a bigger chance for delegation of commitments and
space for relaxation. Delegation rule provides the ability
of real-time re-allocation of commitments according to cur-
rent agents performance. The experimental results shows
the ability of the system to adapt to the overload and thus
to increase the number of succeeded commitments with in-
creasing size of decommitment rule set and keep high uti-
lization of available resources (execution time of the com-
mitments compared to free time of resources excluding pro-
longing events).

As shown in Figure 7, the number of successful commit-
ments is reaching 50% for R-D-Fd (D-R-Fd) for tr = 7500
(7000) that corresponds to system load of 200% (187%). At
this point, the R-D-Fd (D-R-Fd) method is able to utilize
100% (94%) of the overall system resources available. For
tr = 7500, the single rule settings (including basic rule set
with no decommitment rules) reach maximum of 15% of suc-
ceeded commitments for delegation rule (Figure 3), which is
30% of utilization of available resources. Combined rule sets
composed from decommitment rule pairs reach maximum of
30% of succeeded commitments, which is 60% of utilization
of available resources.

This experimental observations prove Hypothesis 3.1 for
any combination of rules. The best performance provides
the biggest sets of decommitment rules. The R-D-Fd set
has the biggest success rate of commitments execution un-
til tr = 7000. For bigger tr the higher success rate can be
observed for D-R-Fd, but with lower stability (higher vari-
ation of experiment runs). The best success rate for near
critical load (tr > 10000) can be reached with D-R set, but
with minimal stability (most of the experiment runs provide
worse results then both R-D-Fd and D-R-Fd).

The sets containing Fd provides generally better results,
but may not be suitable in all application domains because
of commitment drop-out by this rule.
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Figure 7: Number of succeeded commitments for
varying tr for different rules settings.

5. CONCLUSION
Based on the well-known social commitment representa-

tion we have defined basic decommitment rules for open-
minded commitments representation. We have formalized
three decommitment strategies (relaxation, delegation, and
full decommitment) and showed how they affect application
of the commitments in non-deterministic stressed environ-
ment. The evaluation of the presented approach has been
made on an experimental realistic scenario and deployed in a
multi-agent system for commitment-based distributed plan-
ning.

The relaxation decommitment rule provides the best per-
formance in the limits of an estimated relaxation model.
The delegation rule produces a relatively high amount of
violations (even for small tr) because of the usage of the
non-optimal algorithm. Further improvement of this algo-
rithm (e.g. by involving future commitments’ decommit-
ment rule sets) may lead to reduction of the number of vi-
olations and all the results affected by delegation rules may
scale down. The full decommitment rule significantly re-
duces the number of violated commitments under high load,
but may not be suitable for all applications (because of com-
mitment drop-out).

The combinations of particular rules provides a complex
decommitment behavior and significantly improves commit-
ment execution performance and stability. The success rate
of commitment execution and available resources utilization
significantly increases with the size of the decommitment
rule set. Different rule combinations have to be chosen for
different application scenarios. We have identified, evaluated
and discussed the strong and weak points of the presented
combinations of decommitment rules.
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